AtlasGraph: A High-Performance Graph
Database Solution for Complex Data
Challenges



Company Overview: Haizhi Inc. KX BE

Haizhi Technology Group Co., Litd. is a leading big data technology and
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service company in China with over 1000 employees. Haizhi contributed Haizhi High Performance Graph Computing Academician Piszt txmm
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to provide comprehensive services, including 24/7 product deployment,

training, implementation to its valuable clients.
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Beijing Headquartet Wuhan Shenzhen Shanghai

Support Center Ré&D Center R&D Center On 25 March 2021, Academician Zheng Weimin, in collaboration with Haizhi

Corporation, launched the "Haizhi HPC Academician Expert Workstation" to
Facilitate the digital transformation across all Industries

advance cutting-edge HPC technology, deepen basic technology, and innovate
Advanced enterprise-level big data solutions designed for practical applications, g-ccd 9y, P 9

combining professionalism with user-friendly interfaces. storage, computing, operating systems, and chips. We aim to establish a data

intelligence ecosystem emphasizing hardware-software collaboration and

Expert in enterprise-level data solutions
Delivering comprehensive data intelligence product solutions and long-term

cloud-edge integration, positioning themselves as a technology company with

services tailored to over 70 banks, securities firms, and insurance enterprises. core expertise.
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AtlasGraph: CCF Award-Winning Graph Data Analysis at Scale N EEH
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Haizhi, in partnership with Tsinghua University, received the prestigious
"2021 CCF Science and Technology Award for Technological Progress -
Outstanding Achievement" for our innovative AtlasGraph platform. This
award celebrates groundbreaking achievements in computer science with
significant international impact.
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breakthroughs in efficient graph data storage, indexing, and replication, enabling
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This prestigious recognition underscores AtlasGraph's technological leadership
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alternative to foreign products, promoting technological independence in this

and innovation. As a powerful domestic solution, AtlasGraph offers a compelling éé
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critical field.




AtlasGraph Earns Top Honor: 2022 CIE Science and Technology Award Lr&#

Haizhi's AtlasGraph platform has received the prestigious First ﬂfiﬁf,}:~%€%= 175

Prize for Scientific and Technological Progress in the 2022 China s AREW el s o
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Telecommunications, Ant Group, and China Mobile Information WA
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graph data analysis. The judging committee, composed of top

AtlasGraph addresses critical challenges in processing and analyzing massive graph datasets.
academics, highlighted the project's international leadership in key ' ' . _ .
The platform introduces innovative solutions for representation learning, semantic

areas like heterogeneous graph modeling and large-scale graph recommendations, and risk management, effectively enabling knowledge discovery from
learning. complex data.
This prestigious award underscores AtlasGraph's exceptional innovation and impact. The

platform's achievements include 43 granted patents, 51 top-tier publications, 2 international

competition wins, and contributions to graph computing standards. 4



Recognized by Gartner as a Leading Force in Data Analytics

Gartner

Gartner, a globally recognized authority in
technology research and advisory, consistently
shapes the global tech landscape with its
rigorous analysis, forward-looking predictions,
and expert insights. Haizhi is proud to be
recognized by Gartner in multiple market
guides, highlighting our position as a leading
provider of data analytics solutions:
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*May 2023: Named a Representative Vendor in the "Market Guide for
Analytics Platforms, China" for our contributions to the evolving data
analysis market.

oJune 2023: Featured in the "Market Guide for Artificial Intelligence
Software, China," demonstrating out expertise in this rapidly growing

tield.

eAugust 2023: Highlighted in the "Market Guide for Graph Database
Management Systems" for our self-developed, high-performance graph
database, AtlasGraph DB, showcasing Chinese innovation on a global
stage.

These recognitions underscore AtlasGraph commitment to delivering
cutting-edge data analytics solutions that empower businesses worldwide.



AtlasGraph Achieves World Record Performance in LDBC SNB Interactive
Benchmark
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 The Linked Data Benchmark Council (LDBC) is the O AtlasGraph, leveraging its innovative in-memory graph
leading authority in graph database benchmarking and compression and dynamic graph analysis optimization
standardization. techniques, achieved the highest score ever
SPONSOR COMPANIES RAB com  aws recorded in the LDBC SNB Interactive benchmark. This
é ANT Crummx Fabarta jntel achievement demonstrates AtlasGraph's unmatched
. LA N . . . . .
W e z)es S oo A speefj and eff|C|e.ncy in handling complex, real-time
ORAcLE ;; «» @ queries on massive datasets.
AUDITED RESULTS USING AN IMPERATIVE LANGUAGE
 LDBC SNB Interactive benchmark, comparable to the o0 s G, i@/; 876408 ops
renowned TPC-C test for relational databases, A o

evaluates online transaction processing (OLTP)

System: GraphScope Flex 0.23.0 30 AWS r5d.12xlarge, 374GB RAM 33,180.87 ops/s Full disclosure report
. . Test sponsor: Alibaba DAMO LA A A, cut
performance using social network data. st =
100  AWS r5d.12xlarge, 374GB RAM [

Date: 2023-07-13 48xIntel Xeon Platinum 8175M vCPUs f ‘tary | 3

Queries implemented in: C++

stored procedures AM

tel 1 175M vCPU:

ystems cost: 99,236.04 USD



Graph Databases: Trends Shaping the Future
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—— Graph DBMS

— Time Series DBMS

— Document stores

— Key-value stores

— Search engines
RDF stores

— Vector DBMS

—— Object oriented DBMS

— Native XML DBMS

— Wide column stores

— Multivalue DBMS

— Relational DBMS

— Spatial DBMS



The Limits of Traditional Databases: LLost Connections
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Multi-Context is Preserved with Graph Analytics

Source: KDnuggets


https://www.kdnuggets.com/2016/04/association-rules-apriori-algorithm-tutorial.html

Key Features of AtlasGraph
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Cloud-Native Architecture

Elastic scalability for efficient resource
utilization, high availability, fault
tolerance, and low-cost maintenance.

Real-Time, Large-Scale
Graph Processing

Supports trillions of nodes and

integrates with a streaming engine for
real-time data ingestion and analysis,
enabling timely, data-driven decisions.

HTAP Capabilities

Hybrid Transactional/Analytical
Processing with a high-performance
graph compute engine. 30+ pre-built
algorithms and an extensible engine
empower complex data mining and
machine learning.

X

High Performance

Built on a distributed storage and
compute engine using Rust, AtlasGraph
incorporates refined memory
management and a built-in indexing
system for millisecond-level query
response times.

&
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Ease of Use

Designed with open standards in mind,
AtlasGraph aligns with openCypher and
the evolving ISO GQL standard.

&

MPP

Distributed storage and parallel
computing across large-scale clusters.
Shared-nothing architecture ensures
separation of storage and compute for
optimal performance.

10



AtlasGraph: Architecture Overview TEE
Atlas Atlas Atlas
Apps Client Platform Atlas RAG (o - Rust-based engine for optimal speed
I ! - Distributed architecture for linear scalability
Cypher .
Graph AST MemCache HTTP/RPC Cc’rf“p,u“r“g Scalability - Optimized storage and compute for large graphs
Optimizer RS
-

Indexes Shard Cluster
Metadata
Management Management Management

Raft storage

Native

Replication Disaster Transactions ) .
P ( ) Indexing Graph

(CRAQ) Recovery MVOCC Caching

Server

Graph-native storage

Infra Docker/K8S/VM X86/ARM

- MVCC for transactional consistency
) - Multi-replica management for high availability

Reliability - Online backups for disaster recovery

- Code-free analysis with Atlas Platform integration
- Query performance analysis & optimization hints

Usability - Rich library of built-in analytical functions
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Graph Model-Labeled Property Graph Model

:knows
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[ :hasCreator ] :hasCreator J

:Post .
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Labels Properties

Types (or classes) of vertices and edges Arbitrary (key,value) pairs where key identifies a
property and value is the corresponding value of this
property
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Query Language: Cypher-based, Aligned with ISO GQL

SQL-like, Analyst-Friendly, Easy to Use

 Incorporate by reference specifications from SQL/Framework and SQL/Foundation
e Capabilities needed by both SQL/PGQ (Property Graph Queries in SQL) and the GQL standard
* GQL Specific Capabilities

+2019-09

the start.

«2021-11

2022-02

+2023-06

+2023-11

«2024-04

39075 Database Language GQL project approved - this is

CD Ballot started.

CD Ballot ended and comment resolution started.
DIS (Draft International Standard) Ballot starts.
DIS ballot ends.

International Standard.dard.
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Pushdown Optimization: Tailored for Graph Workloads

Physical Execution Plans
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Segmented Execution Plans: Breaks down queries for

targeted optimization.

Pushdown to Storage Engine: Pushes computation

closer to the data, minimizing data movement.

Pipeline Execution: Enables parallel processing for

optimal resource use and faster results.
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Data High Availability:

¢ Chain Replication (CRAQ) for
robust data copies.
e Read-write separation for better

performance.

Service High Availability:

e Active-standby architecture for
critical services.

e Raft consensus for seamless

tailover.

High Availability: Ensuring Uninterrupted Access

Read Request

Read Request | | Read Request

Read Request

Chain Replication

CLi(repl) Grpah Layer
-
Round-Robin Graph Server
Client
Trai\xg:lon F Meta
: awous]—>| | Sonr <scur
Meta \
TS cluster (—Backup—‘ Server €—Maste eted
TS cluster L‘ —M Meta
J J Server  <—Backup
TS cluster L Backup

Service High Availability:
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Cross-Region High Availability: Resilience Across Zones

Data Durability:

e Leverages Chain Replication for data

Client

replication across availability zones (AZs).

 Ensures data safety and service continuity

even in the event of an AZ failure.
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e The system automatically recovers from | Stere [ ] Store i L[ Store | [ Store i g - tore
| | |
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AZ failures without manual intervention. === ========= T e T mmmmmm e
 Data consistency is maintained Availability Zones

throughout the failover process.



MVCC-based Transaction Management:

Ensures data consistency without sacrificing

analytical performance.

Proxy Sequencer
GetReadVersion |4—®| GetReadVersion
1 | GetCommitVersion
—T ReportCommit
3
Resolver
Commit ) ——p>| Validate

Request Read Version .
Return Read Version—:

Distributed Transactions: Optimized for Analytical Workloads

Resolver Sequencer

»

Log
Server

[
|

Storage
Server

H
H

Do some read operations:
.
H

I Write Operations

.7Commi|—P.—G H
H . et Commit Version

" -=-Commit Failed ==~~~

-( ---Commit Failed-------

Return key values

ItiReturn Commit Version:.

rConflid Checkﬂ
I" - -~ Conflict Exist=-------- i

No Conflict -

Write Log

‘ ------- “Write Failed--------- R R ECEERERLEN .
t ; Write Succ : .

I7Update Translaction Statusﬂ . ----- Async Update

I Update liveCommitVersion E

Commit Succe

MVOCC Execution Process
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Multi-Tenancy: Resource Isolation with Resource Groups EH

.

Resource Isolation M n root user

Secure & Efficient Resource
Sharing

e Resource GfOU.pS: Isolate Please enter the resource group'name... Q Add a resource group

tenants while sharing a single

Cluster:atlasgraph =

Resource group name CPU Priority Memory quota (%) Number of users operate
database instance.
default e 70%
e Granular Control: Allocate
high | middle | - 30% 1 Edit Delete
CPU priority and memory per
A total of 2 resource groups 1 10 items/page v

resource group.
* Benefits: Predictable
performance, efficient resource

utilization, enhanced security.
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Powerful Graph Algorithms: Unlocking Deeper Insights

Extensive Algorithm Library:

» 30+ Built-in Algorithms: Covering all
common graph algorithms, including
pathfinding, community detection, similarity
calculations, and more.

» Advanced Algorithms: Featuring advanced
graph analysis capabilities such as loop
detection, chain identification, all-pairs
shortest paths, and subgraph pattern
recognition.

Seamless Integration and Flexibility:

> Cypher Integration: Easily invoke algorithms
directly within your Cypher queries.

> Subgraph Analysis: Perform targeted analysis
on user-defined subgraphs.

» Flexible Parameterization: Fine-tune

algorithm behavior to suit your specific needs.

Optimized for Real-World Deployments:

» Hybrid Execution Modes: Seamlessly
switch between single-machine and
distributed computing for optimal
performance in diverse environments.

» Algotrithm-Specific Optimizations: Hand-
tuned implementations for common
algorithms deliver superior performance
compared to generic approaches.

> Resource-Efficient Design: Designed to
excel in environments with limited compute

resources and network bandwidth.

19
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HTAP: Unifying Real-Time and Analytical Processing

OLTP

Transaction
System

I

Native Graph
Encode

I

Multi Shard
Storage

!

Chain Replication

HTAP

Connector

Index Manager

Binlog
Parser
i;l‘apsmt Multi
anager Shard
Log
Merge
Sync Data

OLAP

Computing Server

Vertex
Delta

Edge
Delta

Graph
Algorithms

Dynamic Memory Storage
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In-Memory Caching: Turbocharging Graph Queries
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e The Challenge: Graph computations are often 1/O intensive, with random and scattered data

access patterns.

e The Solution: An efficient in-memoty cache significantly accelerates query performance.

e AtlasGraph's Approach:

pub
Int32( )
Int64( )
string(String),

= ==

o Efficient Caching: Custom techniques maximize the amount of data stored in memotry.
e Zero-Cost Retrieval: Leveraging Rust for lightning-fast data access from cache.
e Safe & Secure: Low-level optimizations are safely encapsulated for reliability.

e Result: A high-performance graph database that delivers rapid query responses even for

complex graph workloads.

o
132 | 164 u3Z2 |u32 |string string
Fix sized Fix sized
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GraphAgent: Smarter Auditing with LLM & Graphs O EEH

Audit Knowledge Systematization | | Knowledge Base Gtaph N Nk
: : : [ - \[ 5
- Knowledge Database ya - N\ ( Thomes ) | T | '/:Retrieve relevant
Structures audit Audit indicator P 5| Extraction: Modeling GDB | == ) documents rom the
knowledge system Data Rule-based methods; Entity- \u / \ 2 Refine results'
SUWm¢ NoZem Doaiess ; E Preprocessing: LLM Few-shot Learning Relationship PN N with a graph
Regulations Trade Finance —> LLM-powered Model [ database query
Checkpoints Ty : | data cleaning, \\ L= / based on initial
Methodologies Employee Conduct text normalize, — ’
Reporting Rt Missafieiing P and data fusior, Text Embedding: Vector Index D G
Documentation >l Word2Vec, BERT Construction: VDB
: embeddings ANN 000 / Audit System A“f ﬂTp"t Other
[ J

Audit Projects Intelligent Reasoning? ( \
Generates reasoning
. rules based on the LLM-Powered
. — E query and audit Recommendations Audit Paths
Audit Entities : domain. P L sl Audit Regulations
E RN /N aud%t indicators Material Audit Templates
- - ! 3. audit doc Validity Audit Cases
Audit Domains : e 4. cases Audit Findings
Non-Zero, Trade et ____ T/ ] __} Ay regulations _____/f________________ Answer Sources
Finance, Employee P 0. reports..
Conduct, Treasury, etc. Pl
Search
...... 1\ J

LLM-Driven Audit Scoping Recommended Audit Plans




Thank you!
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