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Safe harbor statement

The following is intended to outline our general product
direction. It is intended for information purposes only, and may
not be incorporated into any contract. It is not a commitment to
deliver any material, code, or functionality, and should not be
relied upon in making purchasing decisions. The development,
release, timing, and pricing of any features or functionality
described for Oracle’s products may change and remains at the
sole discretion of Oracle Corporation.
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Large Language Models (LLMs)

* Powerful Al models that can
process and generate human
language text

 Model created by training
on massive volumes of data

* Researchers and practitioners
are racing to learn how LLMs
can help their products and
their business
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Input

Enter your prompts here and click generate to begin model response. To begin a new project, click "Clear".

Generate a job description for a data visualization expert with the following three qualifications only:

1) At least 5 years of data visualization expert

2) A great eye for details

3) Ability to create original visualizations

Copy input Clear

Output

Character count - 1455 | Token limit - 4000

View model response below. If you are unsatisfied with the response, adjust parameters and regenerate for a more desirable

output.

We're looking for a talented Data Visualization Expert to join our team! The ideal candidate will have at least 5 years of
experience in creating compelling and insightful data visualizations, as well as a keen eye for detail and the ability to think

creatively.

As a Data Visualization Expert, you will be responsible for designing and developing data visualizations that effectively
communicate complex data sets to internal and external stakeholders. You will work closely with our team of data analysts
to understand the data and the story it needs to tell, and then translate that into visually appealing and easy-to-understand

graphics, charts, and dashboards.

Maximum output tokens @
600
e

Input + output tokens should be less than 4000

Temperature ()

0,5
-0
Topp @
0 0,75
Topk @
0
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Stop sequences (O

Enter sequence and press enter

Frequency penalty

Presence penalty (O
@)

Show likelihoods ()




Some Challenges Faced by LLMs

LLMs only as good
as the data they are
trained on

* They can get out-of-date
e They can have bias
* They are expensive to re-train

Sometimes answers are misleading
and incorrect — “hallucination”

* Because they generate output
based on patterns in data
they have been trained on
rather than from a deep
understanding of facts
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Input
Enter your prompts here and click generate to begin model response. To begin a new project, click "Clear".

Provide a brief paragraph about the OCI Generative Al Service.

Character count - 1455 | Token limit - 4000

Copy input Clear

Output
View model response below. If you are unsatisfied with the response, adjust parameters and regenerate for a more desirable
output.

Oracle Cloud Infrastructure (OCI) Generative Al Service is a new addition to Oracle's growing portfolio of Al services. It
enables developers to create and deploy Al models that can generate new content, such as images, text, and code. This
service leverages advanced techniques such as generative adversarial networks (GANs) and autoregressive models to
create high-quality content.

One of the key advantages of OCI Generative Al Service is its ease of use and integration. Developers can seamlessly
integrate the service into their applications and workflows, whether they are running in the cloud or on-premises. This

allows for rapid development and deployment of Al-powered applications.
A Not True

Maximum output tokens @
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Improved Responses by Adding Context in the Prompt

Input
Enter your prompts here and click generate to begin model response. To begin a new project, click "Clear".

— =3 v 7o 7

update your prompts, and rerun the models until you're happy with the results. Then get the code from the Console and
copy the code into your applications.

................ 7 7 ] v

Maximum output tokens @

600
ﬂ

Input + output tokens should be less than 4000

Temperature (&

(of0) ntext I You can create a copy of a pretrained foundational model, add your own training dataset, and let the OCI Generative Al 0,5
service fine-tune the model for you. OCI Generative Al uses dedicated Al clusters specially sized for fine-tuning. These =0
clusters belong only to your tenancy. After your model is fine-tuned, you create an endpoint for the custom model and host
that model on a dedicated Al cluster that's designed for hosting. When you create the hosting cluster, select the correct Topp ®
__pretrained model from which the fine-tuned model is derived from. 0.75
ﬂ ?
q uery — Provide a brief paragraph about the OCI Generative Al Service. Topk ©
Character count - 3004 | Token limit - 4000 O L

Clear

Output
View model response below. If you are unsatisfied with the response, adjust parameters and regenerate for a more desirable
output.

Oracle Cloud Infrastructure (OCI) Generative Al is a cutting-edge service that provides users with a range of large language

Stop sequences (&

Enter sequence and press enter

Frequency penalty (®

models (LLMs) to generate text or extract information based on custom instructions. It offers three foundational models: O 1
Generation, Summarization, and Embedding. Users can experiment with ready-to-use foundational models in the

playground and adjust parameters and prompts until they are satisfied with the results. They can also create and host their

own custom models on dedicated Al clusters by copying a pretrained foundational model and adding their own training Bl coRonaly ®

data for fine-tuning by the OCI Generative Al service. Once fine-tuned, the custom model can be hosted on a dedicated 0

cluster for use in applications such as semantic searches, recommender systems, text classification, or text clustering. The
service is fully managed by Oracle and provides users with easy-to-use interfaces and powerful capabilities to build and
deploy Al-driven text generation use cases.

O

Show likelihoods (@)

0 This is correct
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RAG: Retrieval-Augmented Generation

Context-

enhanced ( ) * Use latest data to provide context
) prompt to LLM
User query LLMs
(prompt) J * Create encodings (referred to as
. J :
] e embeddings) that are stored as
] Retrieve .
to retrieve context vectors in a vector database
context
‘;rotmb"eCtor  User query is encoded and
atapase 5
matched with stored vectors
> * Top matches are retrieved and
Regular provided as context with the
updates

prompt
Vector database

optimized for fast
search
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Example

Input Indexing
)
. Query |[_______ . : ]
' How do you evaluate the fact : Documents E
User » % that OpenAl's CEO, Sam Altman, i 2 N\
. e . Chunks|Vectors
i went through a sudden dismissal .
. by the board in just three days, .
OUtpUt . and then was rehired by the i Y | embeddings
. company, resembling a real-life i
»  version of "Game of Thrones" in : ! Ret . |
I 1
1 terms of power dynamics? | etrieva
S e e e e e renna - -------—----- & ! 1 )
vithout ) )1 it i
: AL - | [ Relevant Documents J
...l am unable to provide comments on
future events. Currently, | do not have }
any information regarding the dismissal o 7,3\%:; e’ Generatio
and rehiring of OpenAl's CEO ... o .L.L_M .................... . R R S =
Question :

Chunk 1: "Sam Altman Returns to
OpenAl as CEQ, Silicon Valley Drama
Resembles the 'Zhen Huan' Comedy"

How do you evaluate the fact that the
OpenAls CEQ, ... ... dynamics?

...... This suggests significant internal
disagreements within OpenAl regarding
the company's future direction and

Please answer the above questions

based on the following information : Chunk 2: "The Drama Concludes? Sam

strategic decisions. All of these twists gﬂﬂgt ; Altman to Retum as CEO of QPQ”A"
and turns reflect power struggles and Rl Board to Undergo Restructuring

corporate governance issues within
OpenAl...

with RAG ) Q

Chunk 3: "The Personnel Turmoil at
OpenAl Comes to an End: Who Won
and Who Lost?"

Combine Context
and Prompts

Copyright © 2024, Oracle and/or its affiliates Flowchart from: Retrieval-Augmented Generation for Large Language Models: A Survey. Gao et al




Retrieval-Augmented Generation with Langchain and OCI GenAl Service

import os

from langchain.document_loaders import PyPDFLoader

from langchain.vectorstores.faiss import FAISS

from langchain_community.embeddings import O0CIGenAIEmbeddings
from langchain import PromptTemplate

from langchain_community.llms import OCIGenAI

from langchain.chains import RetrievalQA

user_query =
Does Mack have a direct experience with Java and MapReduce?

top_k =5

retriever = vector_store.as_retriever(k=top_k)

_OCI_AUTH_ARGS = {
"service_endpoint": os.environ["SERVICE_ENDPOINT"],
"compartment_id": os.environ["COMPARTMENT_ ID"],
"auth_type": "INSTANCE_PRINCIPAL"

documents retriever.get_relevant_documents(user_query)

_LLM_KWARGS = {"temperature": 0.7, "max_tokens": 4000}

PROMPT = PromptTemplate.from_template(

"""You are an assistant for question-answering tasks.

Use the following pieces of retrieved context to answer the question in a concise manner
If you don't know the answer, just say that you don't know.

Question: {question}

Context: {context}

Answer:"""

)

loader = PyPDFLoader("mack_resume.pdf")
documents = loader. load()

embeddings = 0CIGenAIEmbeddings (
model_id="cohere.embed-english-v3.0",
s%_0CI_AUTH_ARGS

1lm = 0CIGenAI(
model_id="cohere.command",
model_kwargs=_LLM_KWARGS,

. sok_0CI_AUTH_ARGS,
vector_store = FAISS.from_documents(documents, embeddings) .

pipeline = RetrievalQA.from_chain_type(
1lm=11m,
retriever=retriever
chain_type_kwargs={"prompt": PROMPT}
)

output = pipeline.invoke(user_query)
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Graph RAG

First, what are graphs?
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The Graph Data Model




Data is Connected

Modeling data as a graph enables analytics
based on how entities are connected

1%
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Data is Connected

Modeling data as a graph enables analytics
based on how entities are connected
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Data is Connected

Modeling data as a graph enables analytics
based on how entities are connected

Melli
G //@e
é’(/e

Marouane

Redwood Shore\
k
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Data is Connected

Modeling data as a graph enables analytics
based on how entities are connected

, Redwood Shore\
CA / G
9 ( \
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Knowledge Graph

Captures facts from a domain in the form of entities and relationships connected as a graph

MLconf;

Redwood Shore\
CA
Marouane o

Casablanca
Morocco

OCI GenAl Service
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KﬂOWlEdge Graph

Al/ML
interests

Add some more facts
,?
W
MLconf ,
/7

(9 =l )

549,

, Redwood Shore\
Co//ee (@ -
é’q@
Marouane T
/ %
W c
e’b% C
Co\\ 5 .
=

X
17

Copyright © 2024, Oracle and/or its affiliates

Morocco
OCl GenAl Service




Knowledge Graph

interests

For example, who is likely to use the
GenAl service?

Redwood Shore\
CA

Al/ML ] Can these facts be used to answer questions?

Casablanca

i Morocco
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Knowledge Graph

interests

For example, who is likely to use the
GenAl service?

Redwood Shore\
CA

Al/ML ] Can these facts be used to answer questions?

Casablanca

i Morocco
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Knowledge Graph

Al/ML

interests .
Can a graph be embedded as a vector for use in a

\ RAG pipeline?

B Fhmoan.

Knowledge graphs enable a clear understanding of
] data for making informed decisions

0,

Redwood Shore\
CA

Casablanca

! Morocco
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Create Embeddings of a Graph Using Graph ML Algorithms

Graph embeddings capture the dependencies and links between different entities in the graph
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Graph ML Algorithms

DeepWalk
* Generate node embeddings based on graph topology
* Represent a node based on how it is connected

Pg2Vec
* Graphlet embeddings based on graph topology and node/edge features

GraphWise (Graph CNN)

* Learns a node embedding function using topology and node/edge features
e Supervised and Unsupervised variants
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DeepWalk

* Compute random walks for each node
* Create a sequence of node-id strings from each walk
* Generate a vector representation for each node

707 483 il o1 - 208 431
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Oracle Graph APIs to Compute Embeddings with DeepWalk

Store and match
embeddings using
planned vector

model = session.analyst.deepwalk_builder(
window_size=3,
walks_per_vertex=6,

datatype feature
walk_length=4, in Oracle
num_epochs=3 Database

model. fit(graph)

embeddings = model.trained_vectors.flatten_all()
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GraphWise

Based on GraphSAGE from Hamilton et al., a Graph CNN

* Learn a function to generate embeddings — can be applied to any graph after that

* By local neighborhood sampling and aggregation

Sample neighbors recursively

934 is known to be fraudulent,
can be labeled.
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Aggregation Hop 1
messl>- Aggregation Hop 2

O—e
®

Aggregate information from sampled
neighbors

Predict using aggregated information




Oracle Graph APIs to Compute Embeddings Unsupervised GraphWise

model = session.analyst.unsupervised_graphwise_builder(

vertex_input_property_names=["node_features"], Store and match
batch_size=256, embeddings using
learning_rate=0.01, planned vector
num_epochs=3, datatype feature
in Oracle
Database

model. fit(graph)

embeddings = model.infer_embeddings(graph, graph.get_vertices()).flatten_all()
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Graph RAG: Enhancing Retrieval-Augmented Generation with Graphs

Context-
enhanced
) prompt
User query
(prompt) J
Encodg and use e
to retrieve context
context
from vector
database

Vector database with vectors created from
node and edge embeddings from
knowledge graphs
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LLMs

Use latest data
to provide context to LLM

Create encodings (referred to as
embeddings) and
store as vectors in a vector database

User query is encoded and matched
with stored vectors

Top matches are retrieved and

provided as context with the
prompt




Using Graph RAG to Enhance the Prompt with New Information

Context
(as a graph) —

.

Query

Output
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Input

Enter your prompts here and click generate to begin model response. To begin a new project, click "Clear".

Melli -[presented]-> MLConf

Melli -[presented]-> Analytics and Data Summit
Marouane -[used]-> GenAl

Jayant -[used]-> GenAl

Melli -[colleague]-> Marouane

Melli -[colleague]-> Jayant

How likely Melli used the GenAl service?

Clear Character count - 584 | Token limit - 4000

Output
View model response below. If you are unsatisfied with the response, adjust parameters and regenerate for a more desirable
output.

Melli is linked to GenAl through her colleague Marouane and Jayant, both of whom have used GenAl. Furthermore, Melli
herself is listed as a presenter at two significant conferences. Thus, it is plausible to assume that she has used the GenAl
platform as well.

Would you like me to help you with anything else involving these colleagues and the GenAl service?

Maximum output tokens (&

600
ﬂ

Input + output tokens should be less than 4000

Temperature (0

—
Topp @
o 0,75
Topk @
o 0

Stop sequences (&)

Enter sequence and press enter
Frequency penalty ()
O
Presence penalty

@)

Show likelihoods ()

0 The art of the possible




Using Graph RAG to Enhance the Prompt with New Information

Input
Enter your prompts here and click generate to begin model response. To begin a new project, click "Clear".

— | Melli -[presented]-> MLConf
Melli -[presented]-> Analytics and Data Summit

Context
(as a graph) —

Marouane -[used]->GenAl

Is Melli likely to use the GenAl Service?

Query

Character count - 677 | Token limit - 4000

Copy input Clear

Output
View model response below. If you are unsatisfied with the response, adjust parameters and regenerate for a more desirable
output.

Since both Jayan and Marouane, who are colleagues of Melli, have used the GenAl service, there is a possibility that Melli
may also be likely to use the service. However, the fact that Melli is only listed with associations to other people (presented
two conferences with colleagues and nothing else) makes it difficult to speculate whether they might be likely to use GenAl.

Output

Would you like to provide additional information about Melli to aid my response?
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Maximum output tokens (&

600
ﬂ

Input + output tokens should be less than 4000

Temperature (&

—e
Topp @

o 0,75
Topk @
o 0

Stop sequences ()

Enter sequence and press enter
Frequency penalty
O
Presence penalty ()

O

Show likelihoods (@)

0 The art of the possible




New Research

* Create embeddings from the graph and store in the vector database
* Create an embedding for the user query

e Retrieve top k matches

e Build a sub-graph from retrieved entities and nodes

* Use a graph neural network to map the graph directly into an embedding space similar to what is expected
by the LLM. Then feed it directly as a token.

Femmmmmmmeeeeeeennnoneeeeeeeeeeeaoo. Step 12 Indexing  oeeeeeoeoee L meeemmmememeeeeeemeeeeeeeeeeeeeeeeeees Step 4: Generation - |
: : * frozen :
all bad canada de attrit : d) trainable axon mber
o emmeny 4 T T node_id, node_attr’ '
/a s . nalikonalit * PR ( 15, justin bieber
justin B = o AL 294, jaxon bieber nodes of §* |

5 -parent: bieber ~ .. H ] 356, jeremy bicber

bieber children, : H HIE (Self Attention Layers) > ) ;

N Sem oy a oo b 3 551, m.0gxnnwp
professionSlblmg\ /sibling// lcher ) ste, edge_attr, dst
gender—edge attributes LM * HEZE 294, parents, 356 '
\ m.Ogxnnwp ¥ et b 356, children, 15 edges of §*
H 551, sibling, 294
P Projection ibli

record I
male
producer

i . [ 551, sibling, 15
ol S Graph Encoder] i (Text Emheddef)T Question: What is the name

of justin bieber brother?

! Question: What is the name LM % §* = (V" E") textualize(S™) query ¢ Anwes
of justin bieber brother? :'_'.'_'.'_'.'_'.'_'.'_'.'_'_'_'.r_'_'.'.','.'.'.'.'_'.'_'_'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.','.'_'.','.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'.'_'_'_'.'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'.'_'.'_'.'_'_'_'.'_'_
I jeremy W . . _
ustin bieber, this is justin bieber, jeremy bieber, I ustin  __paren ehe |
i —racebonk cosoosilisac R e e T . = I S* = argcmax Z prize(n) + Z prize(e) — cost(S) !
k Plnev el Jjustin bieber fan club, justin ... bieber o Hildien S is connected neVs ecEs '

sibling
: E}. = argtopk,.p cos (24, 2¢) sibling, sibling_s, hangout, friendship, friend ... ] m.Ogxnmvp —sibling jaxon

3 P bieber '
brecrssmsssssertsesmstasucsssasszessnd Step 2: Retrieval ---------ooemmmoooomeeeneneooeae § Baceransacssesassscenseesacsssasssaseas Step 3: Subgraph Construction ------------rssssonnooemmeeoo o

_ _ N Image from: G-Retriever: Retrieval-Augmented Generation for Textual Graph
31 Copyright © 2024, Oracle and/or its affiliates Understanding and Question Answering. He et al




Other Ways of Using Graphs with GenAl




Generate Graph Queries

* Use LLMs to translate human language queries into graph query language

* |fthe LLM is not trained to formulate such queries, they can have the capacity to learn with a few examples
(‘few-shot’ learning)

* Eliminates the need for developers to learn new syntax

Steps

 Embed as many queries as possible in a vector database

* From a user query identify the top k matches and retrieve the corresponding graph queries
e Use these related pairs as prompt examples to instruct our LLM to generate SPARQL queries
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Resources

Webpage: oracle.com/database/graph

Oracle Livelabs: bit.ly/GraphLivelabs

YouTube: bit.ly/Spatial-Graph-YouTube

Blogs: bit.ly/OracleGraphBlog
medium.com/tag/oracle-graph/latest
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Thank you

oracle.com/database/graph/

37 Copyright © 2024, Oracle and/or its affiliates




Additional Slides




Introduction to Key concepts
Large Language Models (LLMs)

e  What are LLMs?

* Powerful Al models that process and produce
human-like text based on their training on massive
datasets.

Why LLMs matter?

* LLMs has become a driving force in many novel Al
applications, such as virtual assistants, translation,
content creation and even programming.

e Capabilities
e Understanding nuanced human language.

* Producing coherent and relevant responses given a
user prompt.

e Learning and leveraging knowledge from an
extensive collection of data

39 Copyright © 2024, Oracle and/or its affiliates

Challenges

Bias and ethical concern: LLMs can inherit or
amplify bias present in their training data, leading
to unintended harmful or unfair outputs

Hallucination: LLMs could generate misleading or
incorrect answers with confidence, as they

generate output based on patterns in data rather
than a deep understanding of the underlying
truth

Resource intensive: Training and running an LLMs
requires a significant amount of compute power




Introduction to Key concepts
LLMs with Generative Al Service

e What GenAl offers?

* A fully managed service available in Oracle
Cloud Infrastructure, that provides to users
state of the art pretrained LLMs that cover a
wide range of use cases:

Use pretrained models

* Text Generation e _
elect a pretrained Enter a prompt and Review the generated Update the parameters
. . model in the —_> run the model —_> result =—> and prompts, and run
* Summarization playground 5 the Toden
 Embedding: Converts text to a vector which l l
is Ve ry CO nve n ie nt fo r d OW n St re a m ta S kS Use the generated Copy the generated Embed the code in an

result as is code sample application

such as semantic search, recommender
systems and so on.

* @Given a dataset, GenAl can also take care
of fine-tuning the LLM for you.
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Introduction to Key concepts
Supported Models in Generative Al

Capability Models and Key Features Playground Parameters
Text Generation cohere.command Generation Model Parameters:
Give instructions to e \ersion 15.6 e Maximum tokens

generate text or

extract information

from your text. e User prompt and response can be e Topk
up to 4096 tokens for each run.

¢ Model has 52 B parameters. e Temperature

e Topp
cohere.command-light e Stop sequences

e Frequency penalt
e Version15.6 q yp y

e Presence penalty
e Model has 6 B parameters.

e Show likelihoods (only available for

e User prompt and response can be Cohere models)

up to 4096 tokens for each run.
meta.llama-2-70b-chat

e \Version 1.0
e Model has 70 B parameters.

e User prompt and response can be
up to 4096 tokens for each run.
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Introduction to Key concepts
Supported Models in Generative Al

Text Summarization

Summarize text
with your instructed
format, length, and
tone.

42 Copyright © 2024, Oracle and/or its affiliates

cohere.command

e Version 15.6
e Model has 52 B parameters.

e User prompt and response can be
up to 4096 tokens for each run.

Reference: Cohere Models ©

Summarization Model Parameters:

Length
Format
Extractiveness
Temperature

Additional commands

9/3/24
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Introduction to Key concepts
Supported Models in Generative Al

Copyright © 2024, Oracle and/or its affiliates

Text Embeddings

Convert text to vector
embeddings to use in
applications for
semantic searches,
text classification, or
text clustering.

cohere.embed-english-v3.0 and
cohere.embed-multilingual-v3.0
e Language: English or multilingual .

e Model creates a 1024-dimensional vector
for each embedding.

e Max 96 sentences per run.
e Max 512 tokens per embedding.

cohere.embed-english-light-v3.0 and
cohere.embed-multilingual-light-v3.0

e Light models are smaller and faster than
the original models.
e Language: English or multilingual <.

e Model creates a 384-dimensional vector
for each embedding.

e Max 96 sentences per run.

e Max 512 tokens per embedding.
cohere.embed-english-light-v2.0
e Light models are smaller and faster than
the original models.
e Language: English

e Model creates a 1024-dimensional vector
for each embedding.

e Max 96 sentences per run.

e Max 512 tokens per embedding.

Embedding Model Parameter:

Truncate
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Knowledge Graphs in RAG

Direct Fact Retrieval

* Once the graph loaded, let’s explore how we can map
this complex structure to embeddings in order to
benefit from the power of RAG pipelines.

* As most encoders are trained to ensure a semantic Q: Where was Michael F. Phelps bom? ~ Facts in a Knowledge Graph

similarity: sentences with similar meaning will be - spore ("
g “1 Phelps altimore

close in the embedding space, and at the same time
sentences with different meaning will be further e J====5{_aatimor
o [E occupation [~

apart.
Direct Retrieval without Entity Linking

oyijd

* In the context of knowledge graphs, we can precisely SN
e e .. . A representation space [Michael Phelps,

extract individual sentences by retrieving triplets: the gbyone language model Place of birth, Baltimore]
source entity, the relation, and the destination entity.

* These triplets are the building blocks of our graph,
encapsulating discrete facts. They hold the key to
addressing a wide array of queries, providing targeted
and relevant answers.

9/3/24

44 Copyright © 2024, Oracle and/or its affiliates



